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PredictIt

1 PredictIt is a political prediction marketplace based in Australia.
It is a research project of Victoria University of Wellington and
lets its users make and trade predictions on political events.
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Plot of average probabilities over last 100 days
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Average value at end of contract for binned

predicted values 100 days before end
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A few terms

1 Entropy (S) is a measure of unpredictability of the average
information content of a state (X ).

S(X ) = −
n∑

i=1

P(xi) logP(xi) = −π log π − (1− π) log(1− π)

The Kullback-Leibler Divergence, DKL(P ||Q) is a measure of the
information gained when one revises one’s beliefs from the prior
probability distribution Q to the posterior distribution P

DKL(P ||Q) =
∑
xi

P(xi) log
P(xi)

Q(xi)

2 We introduce Gain G over time increment t → t + ∆t

Gt→t+∆t ≡ DKL (Pt+∆t ||Pt)

Machta, Narla (2018) Evolution of information in prediction markets Transparency 7



Will Donald Trump win the 2016 U.S. Presidential

Election?
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Will Chris Christie win the 2016 Republican

presidential nomination?
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Claim

Expected gain in information is equal to
the expected decrease in entropy for a
time-evolving probability distribution
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Theorem
The expected gain from time t to (t + ∆t), 〈Gt → t + ∆t〉t , given
the probability distribution at time t is the difference between the
entropy at time t and the expected entropy at time (t + ∆t)

〈Gt→t+∆t〉t = Ht − 〈Ht+∆t〉t

Lemma

〈
∑
xi

Pt+∆t(xi) logPt(xi)〉t = −Ht
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Lemma

〈
∑
xi

Pt+∆t(xi) logPt(xi)〉t = −Ht

Sketch of Argument
1 The probability distribution at time t is independent of future

events

2 The expected probability at time t + ∆t, averaged over all
events that could take place between t and t + ∆t, is the
probability at time t
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Hypothesis

1 On average, if the markets do reflect the actual probabilities of
an event taking place and the updates reflect new collective
information, the sum of entropy and the cumulative gain will be
constant.

2 Though they will fail for certain events, if the markets are able
to assess probabilities, on average the information gained should
reflect a reduction in entropy.
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Plot of average values over last 100 days for

chosen markets
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Conclusion

1 Expected information gain is the expected decrease in entropy
for a time-evolving probability distribution.

2 Thus, sum of expected gain and entropy is constant.

3 We tested this property for political prediction data from
PredictIt

4 PredictIt data seems to reflect probabilities with Bayesian
updates
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Thanks!

Source: xkcd.com
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